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1. Introduction 

Efficiency and effectiveness of maintenance strategies can be 

evaluated through Maintenance Performance Metrics (MPM)1, 

which have been extensively reviewed in the literature2. The 

accurate evaluation of MPMs is hindered by Data Quality (DQ) 

issues3. Many organizations have more data than they can use and 

nevertheless don’t have sufficient quality data for adequate 

decision making4,5. This lack of quality data often involves 

decisions based on personal bias instead of based on fully data-

driven technologies6. Examples in maintenance literature include 

the importance of DQ in extended warranty predictions7.  

The characterization of Data Quality (DQ) depends on the 

purpose which a specific consumer will give to the data. This 

dependency leads to a subjective definition of DQ8 on how data is 

fit for a specific purpose9,10. Multiple data consumers may have 

different requirements on the same dataset. Identification of the 

data consumers, identification of their needs and translation of 

their needs into multiple criteria11 are therefore common steps in 

DQ assessment. However, it is often that data consumers are not 

aware of their needs beforehand, and they request a generic DQ 

assessment of unclear type. This paper targets the identification of 

such generic assessment and the definition of a generic framework. 

Many authors have tried to identify a standard set of DQ properties 

valid for data related to any product12, whilst other authors 

describe this task as nearly impossible13. 

All information sources have bias and errors. However, two 

sources of bias and errors allow to classify the data in either 

subjective or objective data. In subjective data, bias and errors are 

introduced by human judgment, whilst in objective data bias and 

errors are introduced by e.g. sensor or model errors 14.  

A usual source of DQ problems in CMMS systems is the fact 

that they are populated with a great extent of subjective data15. 

Large amount of manual information input in the system has a 

negative impact on the data since workers enter information of 

varying quality depending on their level of motivation, their 

knowledge of the system, their workload, etc.16. A possible 

approach to DQ analytics which is addressed in this paper is to first 

identify DQ issues by analyzing the data, then investigate the root 

cause of the issue and finally clean the data if adequate7. 

A framework for determining DQ issues has been developed 

and is introduced in this paper. A framework is a basic structure 

underlying a system. In this paper, framework is understood in 

terms of computer science, where a framework is a general 

skeleton for an application software that can be customized into a 

wide variety of specific real applications. A framework describes 

the components that a complete application will have, but it doesn't 

include the implementation of these components.  

Additionally, this paper goes beyond the conceptualization of 

the framework and reports an implementation that can be 

customized to adapt to DQ requirements for specific applications. 

The framework has been customized and implemented for 2 types 

of data formats in relation to the maintenance of a Simba long hole 

drill rig (Reliability format, and Cost format). 

From the taxonomy of DQ properties, this study focuses on the 

intrinsic data properties, which are the most objective17. Other 

authors have stated other properties of data which require access 

to additional information and cannot be generalized in a generic 

framework. These properties (such as depreciability and 

informativeness) are therefore out of the scope of this work. 
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Depreciability is understood as the loss of value of the data with 

time, e.g. because significant process changes have been 

performed and the data does not reflect the current process 18. 

Informativeness depends on the inference/investigation technique 

which will be later applied on the data 19.  

This paper is structured as follows. In Section 2, the goals of 

the framework are identified. In Section 3, the structure of the 

introduced framework is discussed. Section 4 includes details of 

the Software Units which form part of the framework. Section 5 

includes details of the sub-Graphical User Interfaces which form 

part of the framework. Section 6 includes a case study using data 

from the mining industry. Finally, the conclusions are given in 

Section 7.  

2. Goals of the generic Data Quality Framework 

Interviewing data consumers and reviewing literature, the 

following generic DQ properties have been identified:  

• Redundancy, i.e. duplicated information.   

• Abnormality, e.g anomalous data which has been erroneously 

recorded or reflects unusual/unique situations.  

• Absence, e.g. missing data values. 

• Language issues, such as typos, grammatic errors or notation 

inconsistency produced by e.g. abbreviations.  

Redundancy and absence have been identified as DQ problems in 

a survey of Australian engineering asset management 

organizations12. Absence20,21 and typos21 have also been previously 

identified. Even if such metrics are targeted to be generic, they 

require adequate modifications depending on the purpose for 

which the data is used and the subjective understanding of the data 

consumer. For example, two identical data entries may in some 

cases be understood as redundant, but in other cases as entries 

related to two separate events. Another example is the 

inconsistency in text due to abbreviations. Such inconsistencies in 

textual data is by some data consumers considered as irrelevant 

(they could figure out by themselves the actual meaning) and as 

very relevant for other data consumers, since it would hinder the 

application of Natural Language Processing (NLP) technologies. 

Due to this difference in DQ evaluation which depends on the 

purpose and on the data consumer, previous authors have 

concluded that DQ assessment should be automated as much as 

possible but still be as user-guided as necessary 11.  

In the traditional workflow within DQ analysis, two types of 

actions can be undertaken when low quality data is identified: i) 

improve historical data, and ii) identify the root cause of the data 

deficiency and improve the work process3. Considering this 

background, the goal of the framework has been established as 

twofold:  

• Create a generic DQ framework which can be customized for 

particular purposes whilst leaving the freedom to the data 

consumer for readjusting the definitions of the DQ properties.  

• Providing tools to navigate the data in search for DQ issues.  

Posterior investigation of the issues, their root cause and 

appropriate data cleansing are left out of the framework.  

3. Structure of the Generic Data Quality Framework 

An assumption made to develop the framework is that the data 

is accessible as a set of entries structured according to fields (see 

Figure 1). Each entry will therefore have an associated value for 

each of the fields (field value). Common data formats of this kind 

are excel sheets or CSV files.  

 

The following Units for part of the framework:  

• Software Units: 

o A customizable Import Software Unit. 

o A Data Save Software Unit. 

o A Report Software Unit. 

o Analysis Software Units. 

▪ A NLP Software Unit 

▪ A Missing Data Analysis Software Unit 

▪ A Redundant Data Analysis Software Unit 

▪ An Anomaly Analysis Software Unit 

• Graphical User Interfaces (GUIs): 

o A set of customizable sub-GUIs to interact with the 

Analysis Software Units.  

▪ NLP sub-GUI 

▪ Missing Data Analysis sub-GUI 

▪ Redundant Data Analysis sub-GUI 

▪ Anomaly Analysis sub-GUI 

o A customizable “fit for purpose” GUI which 

aggregates the needed sub-GUIs for a specific DQ 

purpose.  

• Application Data in a format which can manage and store 

the original data as well as processed data which is 

produced by the Analysis Software Units.  

• Storage Units: 

o A Temporary Storage Unit which hosts the 

Application Data and can be accessed by all the 

Software Units.  

o A Permanent Storage Unit to save processed data.  

The interaction between software and storage units is 

characterized by three types of events: Import Events, Save Events 

and Analysis Events. Figure 2 depicts the information flow 

between Units during these events.  

Figure 1. Data structured assumed developing the framework 

Figure 2. Events with interaction between framework Units 
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 During an Import Event, the Import Software Unit reads data 

from a file in the Permanent Storage Unit, converts the data into 

the Application Data format and stores the data in the Temporary 

Storage Unit. Common file formats to be imported are excel and 

csv, but also it must be possible to read files previously saved in 

the Application Data Format.  

During a Save Event, the Data Save Software Unit accesses the 

Application Data (allocated in the Temporary Storage Unit) and 

stores it in the Permanent Storage Unit. The goal of this event is to 

reduce future computational effort by saving processed data for 

future reuse.  

An Analysis Event is triggered by a specific analysis request.  

First the corresponding Analysis Software Unit processes the 

Application Data according to the request. Partial or complete 

processing can be avoided depending on the availability of 

processed data saved from previous Analysis Events. Secondly, 

Application Data may be stored in the Temporary Storage Unit in 

order to maintain processed data which required large 

computational effort for future reuse. Finally, the Report Software 

Unit will receive Application Data and report the analysis result 

which is saved on the Permanent Storage Unit.   

These events may be triggered by either the interaction of the 

user with the fit for purpose GUI or during the initialization of 

the sub-GUIs. More explicitly, Import and Save Events can be 

triggered from buttons in the menu bar from the fit-for-purpose 

GUI. Different Analysis Events can be triggered using the sub-

GUIs. During the initialization of the sub-GUIs, analysis events 

are triggered to reconfigure the information displayed at the sub-

GUIs.  

An instantiation of the framework refers to the particularization 

of the framework for specific data, a specific application and for 

a specific data consumer. During the instantiation, a fit-for-

purpose GUI is created by deploying the adequate sub-GUIs over 

an empty canvas as illustrated in Figure 3. 

 

Figure 3. Deploying sub-GUIs during framework instantiation 

4. Software Units 

This section describes the Import, Save and Report Software 

Units as well as all the types of Analysis Software Units. Only the 

Import and Report Units may be customized, the rest of the Units 

are generic and can be used in any instantiation of the framework.  

4.1. Import Software Unit 

Functionality: When an import event is triggered by the fit-for-

purpose GUI, this unit receives input files with the data and 

converts it to the Application Data Structure.  

Customization: This unit has to be reprogrammed depending of 

the format of the input file (.xlsx, .csv, …) and the format of its 

contents. For example, in some cases the first row in data files is 

used to store metadata (such as the field names) and is some 

cases multiple rows are used to store metadata. 

4.2. Save Software Unit 

Functionality: When a save event is triggered by the fit-for-

purpose GUI, this unit receives the Application Data and stores it 

in the Permanent Storage Unit.   

4.3. Report Software Unit 

Functionality: This unit receives instructions from the Analysis 

Software Units and generates a readable report (e.g. pdft, html, 

…) with the analysis results. These reports include data entries 

which are potentially problematic as well as the reason why they 

are problematic.  

Customization: Customization of this Unit is not strictly 

necessary. However, some organizations or data consumer may 

want e.g. the reports to have a specific file format, include the 

name of the worker who generated the reports, include logos, 

include watermarks, and so on.  

4.4. Natural Language Processing Software Unit 

Natural Language Processing (NLP) is of relevance in the 

presence of a vast amount of text resulting from manual inputs. 

NLP has previously been used to process maintenance 

unstructured text logs in order to e.g. analyze the frequency of 

word appearances22, in order to gain insight diagnostic fault trees23, 

or in order to classify scheduled and unscheduled actions using 

clustering24.  

The NLP Unit can reduce words to their stem based on the 

semantic context. Namely, the following steps are performed: 

tokenizing, semantic annotation, normalization, removal of stop 

words, substitution of capital letter for low case letters. The result 

is that a word such as “building” will be wither reduced to the 

stem “build” from the verb “to build”, or to the noun “building” 

which refers to an architectural construction. This reduction will 

depend on the semantic context determined by the sentence.  

Functionality:  

Word cloud chart: generates a visually appealing map which 

represent the most frequent words in the text. Such maps are used 

in several contexts to provide an overview which facilitates text 

understanding 25. Several studies have investigated the 

effectiveness and perception of word clouds by varying different 

visual properties 26, such as font size 27 or word position.  

Find words by frequency: generates a list with the words ordered 

by how many times they are repeated in the text. 

Find typos: finds words which are not in the dictionary and 

listing them by number of repetitions.  
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Find free text: find the entries with a specific character 

sequence.  

4.5. Redundant Data Analysis Software Unit 

Functionality: This Unit finds redundant data entries on request 

according to a specification of redundancy in terms of which 

identical fields must redundant entries have.  

4.6. Missing Data Analysis Software Unit 

Functionality: This unit finds data entries with specific empty 

fields. 

4.7. Anomaly Analysis Software Unit 

Functionality:  

Find thresholds for abnormally low and high numerical values.  

Determine an adequate number of histogram bars for numeric data 

visualization.  

Find entries including numeric values either within specified 

intervals, above a specified threshold or below a specify threshold.  

5. Sub-Graphical User Interfaces 

The interfaces to trigger the import and save events are generic 

and can be simply invoked through menu options in the fit-to-

purpose GUI.  

The following subsections describe de sub-GUIs which allow 

the user to interact with the Analysis Units. Each subsection 

includes the purpose of the sub-GUI, its functionalities, its 

customization and its initialization. Customization refers to the 

tasks which have to be done in order to deploy the sub-GUI to a 

new DQ project. Initialization is the automatic reconfiguration in 

the sub-GUI which occur after an import event.  

5.1. Natural Language Processing sub-GUI 

Purpose: The sub-GUI is designed to navigate text fields in 

search for potential DQ problems (see Figure 4).  

Functionalities:  

Visualization of a word cloud chart  

Searching words by frequency. A drop-down list of words 

ordered by frequency is displayed in a drop-down menu. 

Selecting a word of the list and clicking on the Show entries 

button initiates an analysis event which reports the entries 

including the selected word.  

Searching entries with typos. a drop-down list of typos ordered 

by frequency is displayed in a drop-down menu. Selecting a word 

of the list and clicking on the Show entries button initiates an 

analysis event which reports the entries including the selected 

word.  

Searching free text. Introducing free text and clicking on the 

Show entries button initiates an analysis event which reports the 

entries including the introduced free text.   

Customization: For each text field of interest, a sub-GUI has to 

be deployed in the fit-to-purpose GUI and linked to the field. 

Initialization: When new data is loaded, the NLP Software Unit 

analyses the data and automatically sends to the sub-GUI the 

following items for appropriate display: a map of words, a list of 

words by frequency and a list of typos.  

5.2. Redundant Data Analysis sub-GUI 

Purpose: This sub-GUI is designed to navigate the data in search 

for redundant entries (see Figure 5).  

Functionality: This sub-GUI allows the user to define what is 

understood as redundant data by selecting a number of fieldnames 

using check boxes. An Analysis Event is invoked when pushing 

the Show Entries button. In this Analysis Event, the Redundant 

Data Software Unit finds the entries which share identical values 

in all the selected fieldnames simultaneously. The Redundant Data 

Analysis Software Unit passes sets of redundant entries to the 

Report Software Unit and a report is generated.  

Customization: The sub-GUI is simply added to the fit-for-

purpose GUI and requires no further customization.   

Initialization: When new data is loaded, the Redundant Data 

Analysis Software Unit analyses the data and sends a list of field 

names to the sub-GUI for appropriate display with a check box for 

each field. The drop-down-list with field names is also deployed 

automatically.   

5.3. Missing Data Analysis sub-GUI 

Purpose: The sub-GUI is designed to find missing field values 

(see Figure 6).  

Functionality: The sub-GUI lists all the field names and the 

number of entries with the corresponding field missing.  

Figure 4. Natural Language Processing sub-GUI 

Figure 5. Redundant Data Analysis sub-GUI 

Figure 6. Missing Data Analysis sub-GUI 
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Customization:  The sub-GUI is added to the fit-for-purpose GUI 

and requires no further customization.  

Initialization: When new data is loaded, the Missing Data 

Analysis Software Unit analyses the data and sends to the sub-GUI 

a list of field names with the number of times that each field has 

an empty value. These field names and their associated number of 

empty entries are automatically displayed on the sub-GUI. The 

drop-down-list with field names is also deployed automatically.   

5.4. Anomaly Analysis sub-GUI 

Purpose: The sub-GUI is designed to find unusual numeric 

values based on histogram navigation (see Figure 7).  

Functionalities:  

The sub-GUI must allow navigation of the histograms by:  

• Zooming in and out as well as panning. 

• Choosing the number of bars to split the histogram. 

• Choosing a minimum number of entries under which a 

histogram bar is considered to be abnormal and is 

consequently highlighted. 

The indexes related to abnormal values found navigating the 

histogram are sent to the Report Software Unit when the user 

clicks on the corresponding Show entries button. Such values 

may include: values larger than a selected threshold, values 

smaller than a selected threshold, values within selected intervals, 

and values with low number of repetitions related to the 

highlighted histogram bars.  

Customization: For each numerical field of interest, a sub-GUI 

has to be deployed in the fit-to-purpose GUI and linked to the 

field.  

Initialization: When new data is loaded, the Anomaly Analysis 

Software Unit analyses the data and automatically chooses default 

values for the thresholds and the number of histogram bars.  

6. Case study, Boliden's Tara mine 

Boliden’s underground mine in Tara, Ireland was chosen for the 

case study. It is one of the largest Zink-mines in the world. Mining 

started in 1977 and annual production is around 2.6 million tons of 

ore. In Tara, Epirocs Simba Long hole drill rigs are being used for 

production drilling. 

Maintenance Work Orders (MWO) has been collected from one 

Simba drill rig (see Figure 8) and used as input data. The drill rig 

was first taken into service in April 2017. MWOs record semi-

structured information regarding maintenance activities and their 

analysis can provide insight on e.g. reliability, maintenance, and 

planning28. MWO data has been previously used in literature to 

extract knowledge to predict maintenance29.  

The data has been exported from MAXIMO for the period April 

2017-September 2019.  It was collected in two different formats 

for different purposes in order to test the customization and 

instantiation of the framework in two fit-to-purpose scenarios. 

These two formats are:  

• Maintenance Cost Format (MCF): oriented to be used for 

maintenance cost calculations.  

• Reliability Analysis Format (RAF): oriented to be used for 

reliability analysis. 

6.1. Instantiation of the framework 

An instance of the framework has been created for each of the data 

formats.  

Figure 9 is a screenshot of the fit-for-purpose GUI resulting for 

instantiating the framework on the MCF. The purpose is to use the 

data for LifeCycle Cost (LCC) calculations. Three Anomaly 

Analysis sub-GUIs have been deployed and liked to the numerical 

fields “Material Cost”, “Labor Cost” and “Service Cost”. No 

Redundant Data Analysis sub-GUI has been deployed, since two 

identical entries can reflect separate costs and are not considered 

as redundant (e.g. two separate workers reporting their labor cost 

at the end of the shift). A Missing Data Analysis sub-GUI has not 

been deployed, since entries with missing costs will not have any 

impact when costs are summed during LCC calculations.  

Figure 10 is a screenshot of the fit-for-purpose GUI resulting for 

instantiating the framework on the RAF. One analysis sub-GUI of 

each kind has been deployed. The Anomaly Analysis sub-GUI has 

been deployed on the Downtime field which stores numeric values 

representing the downtime of the asset (in hours).  The NLP sub-

GUI has been deployed on the Description field, which is a free 

text field where workers can input a description of the maintenance 

action.  

6.2. Analysis of Reliability Analysis Format 

Navigating the data with the software tool, the following DQ 

issues were found as potential problems. The project team together 

with the project partners investigated the DQ issues and tried to 

identify the root cause of the DQ problems.   

DQ Issue: Using the Anomaly Analysis it was found that there 

are entries with downtime which seem unreasonably low. In cases, 

the registered downtime of the rig was only a few seconds. 

Figure 7. Anomaly Analysis sub-GUI 

Figure 8. Simba, Long hole drill rig (Courtesy Epiroc) 
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Investigation: These entries doesn’t normally imply that the 

machine is down. They are the consequence of reporting a Work 

Order for something which has to be repaired but doesn’t prevent 

the machine from operating. The reparation will normally be 

performed during a future maintenance stop. When reporting the 

Work Order the asset is automatically marked down and the 

worker swiftly marks the asset up again, resulting in a short 

downtime registered in the system.  

DQ Issue: Using the Anomaly Analysis, it was found that there 

is an entry with more than 2 months downtime.  

Investigation: Whilst the root cause of why this entry was 

generated is unknown, the entry is erroneous because it is from a 

date before the rig even started operation.  

DQ Issue: From 572 entries in the asset reliability spreadsheet, 

the Problem field is missing 208 (36%) times and the Cause field 

is missing 229 (40%) times.  

Investigation: The fields Problem and Cause are structured text 

where the worker chooses one of many text descriptions. These 

fields are perceived by the mine staff as very important for 

reliability analysis. However, the fields are often left empty by the 

workers. The list of problem/causes has changed recently and 

therefore there is a data with the old convention and the new 

convention. Sometimes the problem/cause is unknown. 

Sometimes workers don’t report the problem/cause field because 

it is not mandatory. Sometimes the problem/cause is not reflected 

by any of the allowed sections in the list. In order to change the list 

of problems/causes, company guidelines could be changed. 

However, this is nearly impossible challenge, since new 

guidelines/convention has to be approved at a global level for all 

the sites of the enterprise.  

Figure 10. Fit-for-purpose GUI for the Reliability Analysis Format 

Figure 9. Fit-for-purpose GUI for the Maintenance Cost Format 
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DQ Issue: Using the Missing Data Analysis, it was found that 

there are 9 entries with missing work order number.  

Investigation: Workers can mark assets down and up without 

the need to create a work order in order to record downtime. These 

entries are not erroneous.  

DQ Issue: The Description field in the maintenance logs is 

populated by abbreviations, jargon, and semantic issues such as 

fragmented sentences and inconsistencies when referring to the 

same thing.  

Investigation: The quality of maintenance logs is perceived in 

this study to be of significant importance for Boliden, but not 

critical. When mine staff were asked about what would make a 

quality text log, the answer was richness, length and semantic 

quality. The interviewed staff considered that it is not of interest to 

limit the ability of the workers to express themselves (e.g. using 

jargon) as they think adequate in order to describe a work order 

accurately.  

DQ Issue: A number of typos have been found using NLP 

analysis.  

Investigation: The interviewed mine staff don’t consider typos 

a problem, since as data consumers they are going to read the 

descriptions. It is therefore trivial for humans to understand the 

correct interpretation of the typo.  

DQ Issue: There are numerous abbreviations, with ambiguous 

meaning in some cases. An example is that “str” is used as 

abbreviation both for “straight” and “striking”. Another notable 

example is referring to water boxes, which is performed at least in 

the following ways: ”w/box”, ”box”, ”waterbox” and ”water box. 

Investigation: The interviewed staff considered abbreviations 

as acceptable since texts are going to be interpreted by humans and 

there is no interest in limiting the ability of the workers to express 

their actions freely. The mine staff considered however that it is of 

interest to be aware of such inconsistencies.  

6.3. Analysis of the Maintenance Cost Format Sheet 

During the analysis of the maintenance cost the following DQ 

problems were identified: 

DQ Issue: The labor cost field is always the same constant 

value of cost/hour multiplied by the time it took to repair. This 

indicates that the cost/hour rate is always the same.  

Investigation: When an operator reports the hours spent, the 

labor cost is calculated according to a labor cost/hour ratio. The 

used value “labor cost/hour” in the system is the same for all the 

operators regardless of their actual salary and it does not change 

with time to reflect e.g. yearly salary raises. This calculation is a 

source of inaccuracy for the labor cost and will influence e.g. 

Lifecycle Cost models, but such approximation is perceived as 

“good enough” by the mine staff.  

DQ Issue: 13 entries have no associated cost. 

Investigation: One of the entries was identified as a human error 

where the worker reported 0 hours by mistake. The other 12 entries 

are considered erroneous with unidentified root cause.  

DQ Issue: 881 (43%) cost entries have been found that are not 

connected to a work order. Most of the 881 entries with no 

associated work orders are related to Material Costs.  

Investigation: Two root causes have been identified: i) Workers 

are allowed to order material and charge the cost to the asset 

without specifying a work order. This is not considered erroneous 

data, ii) Service costs with no work order value are associated to 

the salary payed to the representative from Epiroc which is on-site 

working on the Simbas. This cost is inaccurate if the data is used 

for LCC estimation of the asset, since the representative works 

with the complete fleet and it is unclear when his/her salary is 

charged to one asset (Simba) or another.  

DQ Issue: An entry with abnormally low service cost of 0.01 

EUR has been found.  

Investigation: It is probably erroneous information. The 

investigations could not find why this entry was created.  

DQ issue: There are two entries with abnormally high service 

cost (few thousand EUR) and these entries have no associated 

work order.  

Investigation: These two entries are associated to the salary of 

the Epiroc representative as discussed above.  

7. Concluding remarks 

Data Quality assessment is of subjective nature and depends on 

the needs of the data consumer. However, data consumers are not 

always aware of their needs and have difficulties in formulating 

requirements. There has however been attempts in literature to 

define generic DQ properties.  

In this paper a generic framework for DQ analysis has been 

developed based on intrinsic DQ properties. Fit-for purpose 

software tools result from the instantiation of the framework for a 

particular purpose. The purpose of the software is to assist the user 

to investigate DQ issues in a semi-automated way. Once that the 

DQ issues are identified, posterior investigations have to be 

undertaken to find evaluate the impact of the issue and find the 

root cause if necessary.  

During a case study regarding the maintenance of Long Hole 

Drill rigs, the framework has been instantiated in two software 

tools for processing two different datasets. A generic DQ analysis 

of both datasets with support from the tool has been performed. 

The analysis revealed a number of data issues which have been 

reported in this paper. These data issues were discussed with staff 

from Tara mine in order to find their root cause and determine their 

relevance. The tool has enabled a way for the staff of the mine to 

analyze their maintenance data in order to improve the data 

quality.  
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